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Given a dataset of excerpts with idioms, 
how can a large language model, or other 
form of natural language processing 
system, identify and label an idiom?



The model



3 Step Process
Preprocessing -> Training -> Evaluation



MAGPIE Preprocessing
● Problem: gsarti/magpie contains 

only one split and we need the 
traditional 3 splits

● Solution: Randomly split the 
dataset into an 80 train/10 dev/10 
test split

● Tools: 
○ Python 3.11
○ datasets (3.4.0) to load and 

process the data
○ os to save the data to disk



Fine Tuning
● Fine Tuning method:

○ Fine-tuning bert-base-uncased for token classification
○ Binary classification task
○ Supervised learning using labeled annotations from the dataset
○ 3 epochs with learning rate of 2e-5
○ Batch size of 8
○ Cross-entropy loss function

● Tools:
○ Hugging Face Transformers Library
○ PyTorch (CUDA enabled) 
○ NVIDIA RTX 4070 Ti SUPER - 

● Problems:
○ Processing power - takes 34 minutes to fine tune one model on 

3 epochs
○ This issue will propagate with potential Voting Classifier 

approach
● Solutions:

○ Automated training script to run overnight
○ Contact RIT Research Computing



Evaluation
● Each model was evaluated on its respective test 

split
● Average Model Performance:

○ 0.9806666667
● Potential Issues:

○ Potential overfitting
● Potential Solutions:

○ Find a larger dataset
○ Voting Classifier approach
○ Embed Encode Predict Model



The interface





Using another model to provide definitions/context



Using another model to provide definitions/context

Red cent



Next steps
For the class

● Evaluate other model performances
● Automate the preprocess, train, and evaluate process and run over the 

weekend
● Connecting the model to the interface
● Implement different loss function

For the future

● Find a dataset of idiom definitions + acceptability
○ Or find a different LLM

● Create versions of this for other languages
○ Use mBERT for classification



Questions, 
Comments, 
Concerns?


