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Recap: 
Research Question: How do current benchmarks differ in 
evaluating hallucinations in LLM-based reading comprehension, and 
what gaps or inconsistencies affect their interpretation?

Hypothesis 1: Even when using the same large language model, 
measured hallucination rates will differ significantly across 
benchmarks because each benchmark defines and evaluates 
hallucinations differently within the reading comprehension domain.

Hypothesis 2: When using the same benchmark to evaluate 
multiple large language models, newer models will have lower rates 
of hallucinations for reading comprehension.



Models 
● This is an older chat 

gpt model, publicly 
released on March 14, 
2023

● Capable of reading 
from documents

● Faster text generation
● Had to be an old model 

still capable of reading 
documents

● This is a newer 
model, publicly 
released on May 
13, 2024

● Capable of 
reading from 
documents

● Longer reasoning

ChatGPT-4oChatGPT-4



Benchmarks 

TruthfulQA 

Source: GitHub/ 
Hugging Face (full 
CSV + eval code). 

Size / scope: Around 
817 questions across 
38 categories.

RACE 

Source: TensorFlow 
Datasets / Hugging 
Face. Hugging Face

Size / scope: 28000 
passages and 100,000 
questions from middle 
school and high school 
English exams 

DocBench 

Source: GitHub repo. 

Size / scope: 229 
documents with 1102 
questions, created 
through human 
annotators and 
synthetic question 
generation.
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Method  ● 30 samples will be selected from each 
benchmark. 

● For each item, both models will receive 
prompts formatted according to 
benchmark guidelines.  

● Prompts will be entered into ChatGPT-4o 
and ChatGPT-4 through API calls using the 
code from the benchmark repos.  

● Each response will be labeled as correct, 
incorrect, or hallucinatory based on the 
benchmark’s hallucination criteria.  

● Scores will be calculated as the percentage 
of hallucinated responses per benchmark 
and compared across both models. 

 



Finished testings: 

● DocBench 
○ ChatGPT-4o 
○ ChatGPT-4 

● RACE 
○ ChatGPT-4o 
○ ChatGPT-4 

In progress: 

● TruthfulQA 
○ ChatGPT-4o 
○ ChatGPT-4

Current Progress 



Our Findings 

  DocBench  RACE  TruthfulQA 

ChatGPT-4o  24/30 Correct 
6/30 Incorrect 

● 4/30 Hallucinatory 

28/30 Correct 
2/30 Incorrect 

● 1/30 
Hallucinatory 

In Progress 

ChatGPT-4  24/30 Correct 
6/30 Incorrect 

● 3/30 Hallucinatory 

27/30 Correct 
● 3/30 

Hallucinatory 
3/30 Incorrect 
 

In Progress 



DocBench 



DocBench Outputs 



RACE 



RACE Outputs 



● Answered correctly and accurately when asked about news articles, table 
referencing, and high level summarization 

● 24/30 correct, 6 incorrect, 4 hallucinatory 
● Model hallucinated most when asked about metadata, visual figures, and when 

given unanswerable questions 
○ When asked how many figures there  

were in a document, ChatGPT responded  
with 6 when there were actually 2 

○ Incorrectly answered the amount of  
words in the document 

○ Generated a sentence from page 12  
when there was no 12th page 

ChatGPT-4o with DocBench 



● Got 24/30 answers, giving 80% accuracy 
● The hallucination rate was 20% 
● Out of the 6 incorrect answers, 2 were 

from the meta-data type, 2 were  
unanswerable, 1 was a question using 
figures, and 1 was a question using a table 

● Hallucination example: 
○ Question: "What is the first sentence  

on page 12?" 
○ Correct Answer: "The paper does not have page 12." 
○ Model’s Answer: "The first sentence on page 12 is: \"For Snopes and 

PolitiFact, we need to extract relevant snippets from the reporting articles 
for a claim\"." 

ChatGPT-4 with DocBench 



● Scored a 93%, or 28/30 questions correct 
● Only one hallucination occured 
● The other incorrect answer had correct reasoning 

and did not fabricate any details, but still got the 
answer incorrect 

● The hallucination occurred because the model 
invented information when reasoning. 

○ 4o invented information about a change 
happening to the New York Times in 2006. 

○ The passage and question never gave this 
year, yet 4o used 2006 for reasoning in its 
answer.  

ChatGPT-4o with RACE 



● Answered 27/30 questions correctly 
● Used the same questions we asked ChatGPT-4o 
● Exceeded in detail retrieval, vocabulary in  

context questions, and cause-and-effect  
questions 

● Hallucinations occurred because the model merged information together and 
was over-inferring given some facts 

● Specific Example: 
○ “After seven weeks the woman he chose decided she didn’t want to marry 

him.” 
○ “After leaving the show, later, months after, he proposed to Ulrika 

Jonsson.” 
○ Model  hallucinated that he proposed after seven weeks 

ChatGPT-4 with RACE 



● We plan to finish our testing with the two 
GPT models on the TruthfulQA 
Benchmark. 

● Increase the number of questions from 
each benchmark to improve data 
accuracy if time permits 

● Highlight shortcomings of these 
benchmarks that could affect their 
effectiveness 

Future 



Thanks! 


